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A model-based feedback system is presented enabling the simultaneous control of the stored energy

through bn and the toroidal rotation profile of the plasma in National Spherical Torus eXperiment

Upgrade device. Actuation is obtained using the momentum from six injected neutral beams and

the neoclassical toroidal viscosity generated by applying three-dimensional magnetic fields. Based

on a model of the momentum diffusion and torque balance, a feedback controller is designed and

tested in closed-loop simulations using TRANSP, a time dependent transport analysis code, in pre-

dictive mode. Promising results for the ongoing experimental implementation of controllers are

obtained. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4976853]

I. INTRODUCTION

The National Spherical Torus eXperiment Upgrade device

NSTX-U,1 which was completed in late 2015, is designed

to make the previous device NSTX2 the most powerful experi-

mental fusion facility of its type in the world (spherical

tokamak). Present experiments are testing the ability of the

upgraded machine to maintain a high-performance plasma

under conditions of high auxiliary heating power and relatively

low magnetic field. Results could strongly influence the design

of future fusion reactors like the fusion nuclear science facility

FNSF,3–5 by helping to understand some key physics issues

such as non-inductively sustaining a plasma at high normalized

beta, bn.6–11

The two main components of the upgrade are the

complete replacement of the NSTX-U center stack by 36

22-footlong, 350-pound copper conductors which contain the

inner-leg of the toroidal field (TF) coils, the ohmic heating

(OH) solenoid, and some divertor coils, and the addition of a

second neutral beam injector, oriented more tangentially

compared to the old set for NSTX. This will enable the tem-

perature inside NSTX-U to exceed the 15� 106 �C core of

the sun, it will double the toroidal field (TF) capability reach-

ing about 1.0 T, and will also double the plasma current

reaching about 2.0 MA.

The high-performance operational goals of NSTX-U

require the development and the extension of advanced feed-

back control algorithms based on the successful advances

made on NSTX to the upgraded device, including the control

of bn,12 plasma boundary shape,13,14 current15 and rotation16

profiles, and edge transport barrier.17 Major advancements in

plasma control will be essential to help scientists achieving

some important NSTX-U experimental goals, and work has

already been undertaken to upgrade the hardware and soft-

ware of the plasma control system (PCS) for NSTX-U,18 and

to develop the new control algorithms needed to optimally

handle the complete complex dynamics of the system:

addressing a far greater range of global parameter and profile

control.

Toroidal rotation has been shown to have an important

effect on MHD instabilities where altering the plasma profile

and speed can increase the stability of tearing, kink/ballooning,

and resistive wall modes.19–23 Therefore, we will control the

toroidal rotation along with plasma normalized beta to main-

tain plasma stability which is an important factor towards

avoiding disruptions in tokamaks: a loss of the plasma stored

energy or a change in rotation profile can cause severe dam-

ages inside the vessel of the device.

One of the many causes of disruption is the increasing

of the plasma pressure. The plasma pressure is typically

normalized by the toroidal magnetic field strength BT. It is

denoted by bT and is equal to bT ¼ 2l0hPi=B2
T where hPi is

the volume averaged total pressure, and l0 is the permeabil-

ity of free space. However, this toroidal bT is not a good

indicator of proximity to instability,24 a typical parameter

used to determine plasma stability is the normalized beta

bN which is given by bN ¼ 108aBTbT=IP where IP is the

plasma current, and a is the minor radius (MKS units). bN

and plasma rotation profile are the desired controllable quan-

tities in order to operate safely, the near stability boundaries

by avoiding disruption and enabling other parameters to vary

while bN is kept fixed.12

The importance of the stored energy control has been

shown by the implementation of bN control system on sev-

eral tokamaks: DIII-D,25 TFTR,26 JET,27 and NSTX.9,12

Another work in this area has been done at JT-60-U, where a

functional parameterization method was used to calculate the

stored energy in real time.28 Further work on DIII-D29 have

extended these studies to simultaneous control of bN and
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plasma rotation using the capability provided by having both

counter and co-injecting neutral beams.

In this paper, a new approach to simultaneously control

the toroidal rotation profile and bn is proposed for NSTX-U.

It is similar to the DIII-D work29 but has a different variation

of the total beam power and the three dimensional magnetic

field coil current (different set of actuators). Although rota-

tion control based on data driven models has been studied

for NSTX,16 in the present work, we make the important

addition of greatly extending the rotation profile control

range by including twice as many neutral beam sources

(more actuators) with a much broader momentum deposition,

and the ability to simultaneously control the plasma bn.

Since NSTX-U experimental data is not yet available, the

robustness of our controller in terms of stability and perfor-

mance will be assessed to predict its limits when the energy

confinement time (sE) and the momentum diffusivity coeffi-

cient (v/) vary. The dynamical models for the stored energy

and rotation profile will be identified from numerical simula-

tions generated using predictive TRANSP, a time dependent

plasma transport analysis code simulations (methods for sys-

tem identification can later be applied to experimental data).

TRANSP30,31 will enable high-fidelity testing of a vari-

ety of control algorithms, while reducing the amount of

expensive experimental time needed to implement new con-

trol algorithms on NSTX-U or other devices.

This paper is organized as follows. Section II describes

the (extrapolated-)data driven model with details about the

actuators used, the model reduction process and a compari-

son to different TRANSP predictions. Section III describes

briefly the optimal control method used to track a desired

rotation profile and a desired stored energy, using both neo-

classical toroidal viscosity (NTV) and neutral beam injec-

tion (NBI) as actuators, and its implementation through

numerical simulation. Section IV presents the results of

controlling a more complete rotation and energy model

through TRANSP. Conclusions and future work are dis-

cussed in Section V.

II. A SIMPLIFIED MODEL OF THE TOROIDAL
MOMENTUM AND STORED ENERGY BALANCE

A. Model definition

The modeling consists of two coupled equations: one for

the transport of toroidal angular plasma momentum in a

tokamak with the assumption of axisymmetry, the other one

for its corresponding stored energy. An arbitrary flux surface

average q 2 ½0; 1� is used, where q¼ 0 and 1 denote the cen-

ter and the boundary of the plasma, respectively.

Based upon the work by Goldston32 and Callen,33 the

angular velocity of the plasma x can be described dynami-

cally by the flux surface average h�i of a simplified version

of the toroidal momentum equation16

nmð ÞhR2i @x
@t
¼ @V

@q

� ��1 @

@q
@V

@q
nmð Þv/hR2 rqð Þ2i @x

@q

� �

þ
X4

i¼1

TNBIi þ TNTV; (1)

with boundary conditions

@x
@q

����
q¼0

¼ 0 and xjq¼1 ¼ 0: (2)

This Dirichlet boundary condition at the plasma edge is cho-

sen to be consistent with NSTX experimental observations.

The left-hand side of Equation (1) represents the temporal

change in the plasma toroidal angular momentum and

the right-hand side terms denote respectively the viscous dis-

sipation term, and the torque inputs from neutral beam injec-

tion (NBI) and neoclassical toroidal viscosity (NTV). R is

the major radius, @V=@q is the differential flux surface vol-

ume, and v/ is the perpendicular (to the equilibrium mag-

netic field) momentum diffusivity. n is the particle density,

and m is the particle mass. For simplicity, only the main

plasma ion species is considered in the dynamics. TNBIi and

TNTV represent the neutral beam and neoclassical toroidal

viscosity torques respectively. Full details of these models

are shown in Section II B 1.

TRANSP evolves the stored energy by heat and particle

diffusion equations but for simplicity, the model of the total

plasma stored energy W is given by the following equation:

@W

@t
þW

sE
¼
X4

i¼1

PNBIi tð Þ; (3)

where PNBIi represents the beam power from four modeled

sources, the first source will be the simplified model of the

initial NSTX set of beams as its footprints are similar, the

three other sources will correspond individually to the

upgraded set of beams (NSTX-U). sE represents the energy

confinement time, which is modeled by an ITER 98 empiri-

cal energy confinement scaling34 given by

sE ¼ H98y;20:0562I0:93
P B0:15

T n0:41
e P�0:69

LossðthÞR
1:97
0 �0:58j0:78; (4)

where IP is the plasma current, BT is the toroidal magnetic

field, ne is the line-averaged electron density, R0 is the major

radius, � is the inverse aspect ratio, and j is the elongation.

The loss power PLossðthÞ is defined as the total input heating

power less @W
@t and fast ion losses through charge-exchange,

bad orbits, and shine-through.35 H98y;2 is a constant.

Figure 1 shows a TRANSP simulation of plasma dis-

charge 142301X for NSTX-U device compared to a recon-

structed data from a plasma discharge of NSTX (133367).

The first quantities are time averaged (black lines) for

NSTX-U, the other ones (blue lines) are chosen to be fixed

values at an adequately chosen time (t ¼ 0:65 s) for NSTX.

Except for the density which is higher for NSTX-U due to

the additional effect of the three new neutral beam injections,

there is not much difference between these geometrical

quantities in the two devices. Note that 142301X is not a real

or a reconstructed shot. It is an extrapolated simulation

obtained through predictive TRANSP, it relies heavily on

the NSTX data analysis extrapolated to a possible NSTX-U

scenario.

Figure 2 shows the deduced v/ from the same NSTX-U

run (plasma simulation number 142301X) compared to a
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model taken from the NSTX discharge 133367. The model

based system will use the v/ of discharge 142301X as its

momentum diffusivity coefficient reference. In this NSTX-U

scenario, the plasma current has been doubled as a reason-

able extrapolation. It implies that the energy confinement

time sE doubles too, and because this latter scales the same

as the momentum diffusion time, it is reasonable to argue

that the NSTX-U momentum diffusivity v/ would roughly

be half of the NSTX v/ model.

Some observations can be made about this coupled sim-

plified model: Equation (1) is parabolic, this ensures that the

system is stable (desirable feature for control). Equation (3)

is a first order ordinary differential equation (ODE) that links

directly the stored energy to the beam power actuators. Its

steady state depends on the energy confinement time.

The two important parameters in the modeling are the

diffusion coefficient v/ and the energy confinement time sE

which are considered to be constant in time in Equations (1)

and (3) respectively. There are no direct measurements of v/

nor sE inside the tokamak, but TRANSP is able to recon-

struct the value for the v/ parameter for a simulation where

x is given (simulated), and the modeling of sE has already

been encapsulated inside TRANSP through the Expert file

code (more details in Boyer et al.15).

The strategy for constructing a controller based on the

equations above is as follows: given a range of desired profiles

of toroidal rotation and stored energy values that the operator

wants the system to reach and stabilize around, take the simpli-

fied model (1–3), linearize it around an equilibrium whose basin

of attraction contains the range of desired profiles and values

and then apply model reduction before designing a controller

that will attempt to match any target shape within this range.

Because of the lack of experimental data, a full robust-

ness study of stability and performance of the designed con-

troller when uncertainties occur on certain parameters of the

model will be presented in Section III D as a consolidation of

our controller design.

B. Actuator models

In NSTX-U, neutral beam injection is the main method

considered here to produce a positive torque to increase

plasma rotation, which is achieved by injecting high-speed

neutral atoms into the plasma.

Figure 3 shows the neutral beam injection for the present

upgrade of NSTX.

1. Neutral beam injection (NBI)

The main difference between NSTX and NSTX-U is the

increase of the number of actuators from one (three neutral

beams modeled as a single one for simplification due to simi-

larities in their profile) to four actuators which consist of the

addition of the three new beam sources. These new beams are

considered individually because unlike in the previous setting

of NSTX, the new set of beams is oriented more tangentially.

Similarly to Goumiri et al. work,16 we start by modeling the

NBI torques as a product of the spatial average of the torques,
�TNBIi
ðtÞ � avgqTNBIi

ðt; qÞ, and a function, FNBIi
ðqÞ, that rep-

resents the spatial profile. We then have for i ¼ 1; :::; 4

TNBIiðt; qÞ ¼ �TNBIi
ðtÞFNBIi

ðqÞ: (5)

Figure 4 represents the footprints FNBIi of the six beam pow-

ers involved in the actuation. We can notice that the first set

FIG. 1. Functions describing the

radial profiles of the geometrical

properties: hR2i; hR2ðrqÞ2i; @V=@q,

and the mass density nm from a

TRANSP simulation of plasma dis-

charge 142301X (NSTX-U). In blue,

the same corresponding functions for

TRANSP analysis of plasma dis-

charge 133367 (NSTX) are shown for

comparison. The time-average values

are shown by the black dots, and its

curve-fits are shown by the black lines

respectively.

FIG. 2. The momentum diffusivity coefficient v/ is calculated through

TRANSP simulation of plasma discharge 142301X. The shaded region rep-

resents the value of the function spanned over time interval (4–6) s. In blue,

the same corresponding quantity for TRANSP analysis of plasma discharge

133367 (NSTX) is shown for comparison. The time-average values and its

curve-fit are shown by the black dots and the solid black line respectively.
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of beam has a similar profile (the three grey dash lines)

which is high at the core of the plasma and low towards the

edge. For simplicity, it will be modeled by a Gaussian func-

tion (red solid line in Figure 4) written as

FNBI1
qð Þ ¼ aNBI exp � q2

2r2
NBI

 !
; (6)

where the parameters aNBI ¼ 4:8212 and rNBI ¼ 0:2219 are

determined by a least-squares fit to the time-averaged data

for NSTX. We have kept the same modeling for the first

beam set as the one done in Goumiri et al.16 We notice also

that the footprints of the beam power of the second set are

more spread out along the plasma, with some high peaks

toward the middle of the plasma. This enables us to vary the

location of actuation of the beam power which allows better

control. This latter set of profiles is kept as it is and treated

individually.

The time dependency of the NBI torque �TNBIðtÞ is gov-

erned by the power input, PNBIi through a first-order lag

@ �TNBIi

@t
þ

�TNBIi

sNBIi
¼ jNBIiPNBIi tð Þ; (7)

for i ¼ 1; :::; 4, where sNBIi are the slowing down times of

the fast neutral beam particles to impart energy to the bulk

plasma, and jNBIi are scalars used to normalize the neutral

beam powers PNBIi.

Figure 5 shows the solution of Equation (7) with only

PNBI2 fixed to 2 MW, compared with the neutral beam torque

predicted by TRANSP analysis, which uses a more elaborate

Monte Carlo model (beam A of the second set). It can be

noticed that by choosing the parameters (sNBI and jNBI) ade-

quately, the �TNBI model captures very well, the TRANSP

simulation of this torque. The same procedure will be

applied to the rest of the time dependent NBI torques (beams

B and C of the second set of beams of NSTX-U).

2. Neoclassical toroidal viscosity (NTV)

Neoclassical toroidal viscosity (NTV) is a physical effect

caused by the non-ambipolar diffusion of ions and electrons.36

The effect can be created by the application of non-

axisymmetric fields in a tokamak, and has been demonstrated

to provide an actuator for plasma rotation in NSTX.37

Depending on the spectrum of the non-axisymmetric field

applied, NTV can be created over significant portions of

the plasmas. Application of fields that are largely non-resonant

with MHD modes (e.g., toroidal mode number of three) allow

fine control of the plasma rotation in the region of strong NTV

by changing the coil currents producing the field.

For the current one-dimensional toroidal momentum

model, modeling the momentum loss due to the neoclassical

toroidal viscosity will be based on the work done in Zhu

et al.37 from which we can design the NTV torque as the

bilinear product of the coil current squared (I2) with the

toroidal momentum x as follows:

TNTVðt; qÞ ¼ K GðqÞ hR2i I2ðtÞxðt; qÞ; (8)

where K is a constant, and G is a Gaussian function centered

towards the edge (l ¼ 0:7; r ¼ 0:1). The control actuator

input will be the coil current I(t).

FIG. 3. Illustration of the neutral beam injection (NBI) devices for NSTX-U

with an inside view from the top of the tokamak (top) and outside view (bottom).

FIG. 4. Spatial profile for the neutral beam torque (FNBI) for plasma simula-

tion 142301X.

FIG. 5. Time dependent profile for the neutral beam torque ( �T NBI) for

plasma simulation 142301X. (second NBI set, beam A) with sNBI ¼ 0:008 s

and jNBI ¼ 9:8� 10�6.
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Figure 6 shows a model of current that flows into the

coils for a plasma simulation.

Figure 7 shows a numerical model of the 3D magnetic

coils that is wrapped around the NSTX-U tokamak and used

to create the three dimensional field.

Figure 8 represents the TNTV torque where the given coil

current I shown in Figure 6 and x modeled from TRANSP

predictive simulation 142301X are combined. We can notice

that the peak of the NTV torque (towards the edge) overlaps

with the peaks of the second set of NBI torques. This would

create regions where a drag (NTV) and a drive (NBI) are

applied simultaneously.

A direct consequence of the coexistence of opposite

actuators is that while calculating the feedforward values of

inputs (coil current and beam power) necessary for the track-

ing problem, several solutions do exists for the same desired

profile, and some of these solutions do not respect the physi-

cal constraints (threshold limits) imposed on the inputs. A

solution to overcome this issue will be presented in the con-

troller design in Section III.

C. Testing and comparing the model

1. Discretization of the model

In order to numerically simulate the partial differential

equation (1), we use a spectral method, projecting onto

suitably chosen basis functions, to obtain a system of ordi-

nary differential equations. Therefore the rotation profile can

be rewritten as

xðq; tÞ ¼
XN

n¼1

anðtÞunðqÞ; (9)

where the basis functions are given by

unðqÞ ¼ J0ðknqÞ; n ¼ 1;…;N; (10)

where J0 denotes the Bessel function of the first kind, and kn

denotes the n-th root of J0.

Note that (1) is linear in x, and can be written as

@x=@t ¼ Lðx; TNBI; TNTVÞ; (11)

where L is a differential operator linear in each argument.

After some manipulation, Equation (11) simplifies into

_am ¼
XN

n¼1

hL un; TNBI; TNTV unð Þ
� �

;umi
hum;umi

; m ¼ 1;…;N;

(12)

which is a set of N coupled ordinary differential equations

for the coefficients am.

Equation (3) is considered as a scalar ODE equation

which will be added to the projected rotation equation as an

additional line in the matrix form.

2. Comparison model vs. TRANSP simulation

The parameters in the model (1) are determined from

the TRANSP predictive model of plasma discharge

142301X, as mentioned in Section II.

Figure 9 represents the comparison of the model vs. the

TRANSP analysis (prediction of plasma scenario 142301X)

when all beams are activated combined with the NTV torque

deduced from the coil current defined in Figure 6.

Figure 10 represents the same information as Figure 9

but with a different coil current model. We can notice that

N¼ 8 Bessel modes capture the main features of the dynam-

ics for relative errors of about 25%. The overall behavior of

the plasma is captured qualitatively very well using the sim-

plified model of Equation (1) with a fixed (averaged)

background.

FIG. 6. Coil current I(t) for plasma simulation 142301X model.

FIG. 7. Model of the three-dimensional coils (highlighted in red) used to

create the magnetic field that produces NTV in the NSTX-U device.

FIG. 8. 3D representation of the NTV torque model (8) where x is taken

from TRANSP prediction simulation of 142301X, and current I is as shown

in Figure 6.
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We rely exclusively on model based dynamical predic-

tions. Feedback control will be performed and designed to

tolerate errors in the model, and its robustness to stability

and performance will be studied by modeling the uncertain-

ties of the model by some intervals of variation of model

parameters. We will ensure that the designed controller will

reach its objectives within this range of variations.

III. LINEAR PLASMA ROTATION CONTROL

The purpose of this section is to demonstrate that stan-

dard model-based control techniques may be used to guide a

future experimental plasma rotation profile to track a desired

reference.

Recall that the actuators available to the controller are

the (NBI) beam power and the coil current producing NTV.

In this case, a state-space realization is derived and linear

quadratic regulators are used to design a feedback controller

that is optimal in minimizing a prescribed quadratic cost

function.

A. State space realization

The goal is to rewrite our original simplified nonlinear

system as a linearized state space realization, in order to use

the appropriate linear control tools on it.

Let �x and �W be the steady state reached for the given �Pi

and current �I . The linearization around this given steady state

profile can be written as

xðt; qÞ ¼ �xðqÞ þ x0ðt; qÞ; (13)

WðtÞ ¼ �W þW0ðtÞ; (14)

IðtÞ ¼ �I þ I0ðtÞ; (15)

PNBIiðtÞ ¼ �Pi þ P0iðtÞ; (16)

where x0; W0; I0, and P0i are the respective perturbations to

the equilibria �x; �W ; �I , and �Pi. By plugging in these equa-

tions into Equations (1), (3), (5), and (8) then simplifying,

we obtain

@

@t

x0

�T1

�T2

�T3

�T4

W0

2
6666666664

3
7777777775
¼

a11 a12 a13 a14 a15 0

0 a22 0 0 0 0

0 0 a33 0 0 0

0 0 0 a44 0 0

0 0 0 0 a55 0

0 0 0 0 0 a66

0
BBBBBBBBB@

1
CCCCCCCCCA

x0

�T 1

�T 2

�T 3

�T 4

W0

2
6666666664

3
7777777775

þ

b11 0 0 0 0

0 b22 0 0 0

0 0 b33 0 0

0 0 0 b44 0

0 0 0 0 b55

0 1 1 1 1

0
BBBBBBBBB@

1
CCCCCCCCCA

I02

P01
P02
P03
P04

2
66666664

3
77777775
;

(17)

where

a11 ¼
1

nmhR2i
@V

@q

� ��1 @

@q
@V

@q
nmð Þv/hR2 rqð Þ2i @

@q

� �

� 1

nm
KG qð ÞI2

0

a1;iþ1 ¼
FNBIi

qð Þ
nmhR2i

aiþ1;iþ1 ¼ �
1

sNBIi

a6;6 ¼ �
1

se

b11 ¼ �
1

nmhR2iKG qð ÞhR2ix0

biþ1;iþ1 ¼ jNBIi
:

Equation (17) is the state-space realization needed for

the linear control design.

Let x ¼ ða0; a1; :::; ar; �T 1; �T 2; �T 3; �T 4;W
0Þ be the ðr þ 1Þ

Bessel coefficients of the projection of the partial state x on

the r chosen Bessel functions combined with the four time

dependent torques and the scalar thermal energy. Let u ¼
ðI02;P01;P02;P03;P04Þ 2 Rp be the perturbed input, and y 2 Rq

be the perturbed output (sensor measurements from their

FIG. 9. Comparison of the rotational frequency x for a plasma simula-

tion using the coil current shown in Figure 6, comparing TRANSP pre-

diction with the simplified model projected onto N¼ 8 Bessel modes.

Also shown is the relative error between TRANSP and the reduced

model (N¼ 8).

FIG. 10. Comparison of the rotational frequency x for a plasma simulation

using a different coil current, comparing TRANSP prediction with the sim-

plified model projected onto N¼ 8 Bessel modes. Also shown is the relative

error between TRANSP and the reduced model (N¼ 8).
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equilibrium values). This system of equations can be repre-

sented in the standard state-space form

_x ¼ Axþ Bu; (18)

y ¼ Cx; (19)

by using the spectral decomposition described in Section

II C. A 2 Rðrþ6Þ�ðrþ6Þ; B 2 Rðrþ6Þ�p, and C 2 Rq�ðrþ6Þ are

respectively called the dynamics, control, and sensor matri-

ces. Here, there are five actuators (p¼ 5), four power input

for the neutral beams and another one for the coil current

producing the NTV. The outputs y correspond to the sensor

measurements of the plasma toroidal rotation. Here, five

measurements are taken, spread from the core towards the

edge of the plasma (q¼ 5).

Scaling plays a very important role in our application:

it simplifies the model analysis and the controller design

(weight selection). In order to do that, expected magni-

tudes of the disturbances and reference changes on the

magnitude of each input ðI02;P01;P02;P03;P04Þ and output

ðx1;x2;x3;x4;WÞ signal has to be known respectively.

After a matrix manipulation, we obtain the following

scaled linear model:

_̂x ¼ Âx̂ þ B̂û; (20)

ŷ ¼ Ĉx̂; (21)

where ð̂:Þ is used for scaled quantity. From this point on,

without loss of generality, we will always refer to the scaled

quantities and omit the ð̂:Þ signs.

B. Non-zero target state

The purpose here is to force the shape of the plasma rota-

tion profile and thermal energy to reach a target state xd such

that the sensor output y matches a reference signal yd. In the

final implementation, all one should have to prescribe is yd

(e.g., plasma rotational frequency values at certain locations

and the desired thermal energy). The target state xd and the

corresponding input ud are found by solving Equations (20)

and (21) at steady state ( _x ¼ 0 ¼ Axd þ Bud and yd ¼ Cxd).

We then solve for xd and ud by writing in matrix form

xd

ud

� �
¼ A B

C 0

� ��1
0

I

� �
yd ¼

Fx

Fu

� �
yd: (22)

While this solution is mathematically valid and unique, it

may lead to solutions that violate the physical limitations of

our actuators. An approximate solution which respects our

actuator constraints is thus required. Intuitively, since both a

drag (NTV torque) and a drive (NBI torque) are present in

the middle of the plasma, it is clear that there are multiple

approximate solutions. We use convex optimization to solve

for xd and ud while respecting our actuator constraints. More

details can be found in Refs. 38 and 39.

Figure 24 defines our initial profile, the equilibrium pro-

file used for the linearization and the targeted profile where

the measurements are done.

The location of existing sensors on NSTX has not been

carefully chosen with rotation control in mind. A good

positioning of sensors maximizes the ratio of the magni-

tude of measured outputs to inputs. Conveniently, this ratio

is comprised between the smallest and the largest singular

values of the system (Equations (20) and (21)) which are

easy to compute at any frequency. Furthermore, since we

are mostly interested in the steady-state solution, it is

enough to compute them at frequency 0 rad/s. With just 4

sensors located at 4 distinct locations on a coarse discreti-

zation of the radial variable, we simply use brute-force to

find the optimal arrangement such as to maximize the aver-

age value of this ratio, that is, the average of the singular

values of the system.

C. Control design

Once the target states ðxd; udÞ are established, the con-

troller is designed based on the reduced model dynamics,

and then applied to the full-dimensional linearized model,

and finally tested on the original nonlinear model to deter-

mine if the controller can suppress disturbances and reach

the desired rotation profile and thermal energy value at the

same time, in the vicinity of the equilibrium.

Figure 11 represents the schematic of the controller

design. It has five main components:

1. Feedforward design

From the set of measurements of the desired rotation

profile and thermal energy combined in the vector yd, the

feedforward gain converts it into the desired state xd and

input ud needed in order to reach the target.

FIG. 11. Global schematic of the con-

troller that combines a feedforward

(F), a LQR (K), an observer, an inte-

grator ðKIÞ, and an anti-windup (AW).
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If the model of the dynamics has no errors or uncertain-

ties (which is never the case) and is stable, a feedforward

controller is enough to reach the target. We write

ud ¼ Fu yd; (23)

xd ¼ Fx yd; (24)

where Fu and Fx are the feedforward gains corresponding to

the input and state respectively. The total feedforward gain F
depends on the matrices A, B, C, and K (explained in detailed

in Sec. III C 2.

2. Linear quadratic regulator (LQR) design

The feedback control law links the input u to the state

x by

u ¼ ud � Kðx� xdÞ ¼ �Kxþ Fyd; (25)

where K is the feedback control gain to be determined

from control design and F ¼ Fu þ KFx is the total feedfor-

ward gain. Therefore, the resulting closed-loop system of

Equations (20) and (21) can be written as

_x ¼ ðA� BKÞxþ BFyd;

y ¼ Cx: (26)

A standard linear control technique (linear-quadratic

regulators)40,41 is used in order to determine those gains K
while minimizing a quadratic cost function.

3. Observer design

The feedback law (25) requires the knowledge of the

full state x. However, in an actual experiment, we cannot

measure the state directly; we measure only the outputs y.

However, we may reconstruct an estimate of the state from

the available sensor measurements using an observer. While

running TRANSP simulations, we do have access to the full

state, however, this will not be true for the real experiments,

therefore we assume that our controller receive only five sen-

sor measurements from TRANSP. The observer will then

reconstruct the state estimate x̂, with dynamics given by

_̂x ¼ Ax̂ þ Buþ Lðy� Cx̂Þ ¼ ðA� LCÞx̂ þ Buþ Ly; (27)

where the matrices A, B, and C are the same as those in the

model (26), and L is a matrix of gains chosen such that the

state estimate converges quickly relative to the system’s

dynamics. Using our linear model, we design an optimal

observer (Kalman filter)40,41 to find L.

The observer generates an estimate of the state from the

physics model as represented by the state matrix, the inputs

and outputs, and once combined to the feedback controller, it

forms a linear quadratic Gaussian compensator.40,41

4. Integrator design

The goal is to track both the desired rotation profile and

the thermal energy value (reference tracking). In order to do

that, the steady state error between the output (measured)

and the target profile has to be minimized by using an inte-

grator and introducing a new state variable z that is the inte-

gral of the error

_z ¼ yd � y ¼ yd � Cx: (28)

The new feedback law can be then written as

u ¼ ð�K KI Þ
x
z

� �
þ Fyd

¼ ud þ Kðxd � xÞ þ KI

ð
ðyd � yÞ; (29)

where KI be the gain of the integrator.

5. Anti-windup design

A drawback of integral control is that if the actuator val-

ues are limited to some range as in our case, then the integra-

tor can accumulate error when the actuator is “saturated,”

resulting in a poor transient performance, a phenomenon

known as “integrator windup.”

We use a standard anti-windup scheme41,42 in which

one feeds back the difference between the desired value of u
and its actual (possibly saturated) value to eliminate this

effect.

D. Study of robustness in stability and performance

We want to control system (20–21) to be able to reach

the desired rotation profiles and stored energy (this is the

role of the feedforward part of the controller) with good per-

formance (this is the role of the feedback part of the control-

ler), given the constraints we have on the actuators while

ensuring closed-loop stability. This would be an easy task in

the absence of any actuator limitations as system (20–21)

does not present any fundamental limitations for control, so

in theory, we could make the controller as fast as we want, at

the expense of requiring huge actuator inputs. In practice,

actuator saturation severely limits the possibilities for

designing a controller exhibiting good performance, and sat-

uration being a non-linear process, linear design tools cannot

be used directly. So to design a controller with the best per-

formance given these limitations, we start by ignoring the

actuator saturation and building a fast and robust controller,

then we subsequently consider the ramifications of realistic

constraints on the actuators on the design until we get rea-

sonable actuator inputs (they may saturate but only for a

short time). This procedure ensures that we push performan-

ces near the top of what is achievable with the given actuator

limitations.

Observer-based controllers, like Kalman filters, use an

internal linear reduced-order model of the system which by

its very nature cannot be 100% accurate. Furthermore,

because of the lack of experimental data for NSTX-U, our

model relies heavily on data from NSTX experiments so

there is an increased risk that it might be inaccurate, that it

might be missing some of the dynamics, or that some param-

eters might be off. These various inaccuracies, referred as

model uncertainty, might make the closed-loop system
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unstable or adversely affect its performance even though we

designed the controller to be stable and fast. Fortunately it is

possible to precisely describe this uncertainty, put proper

bounds on it, and guarantee that our closed-loop system stays

stable and meets all performance specifications in spite of it.

In this section, we design a nominal controller and

define the performance specifications that should be main-

tained under parameter uncertainty. Then we show how to

represent the system uncertainty resulting from parameter

uncertainty, and we ensure that the controller previously

designed offers robust stability and performance. Finally we

consider the effect of actuator saturation while designing a

final controller that works well in practice.

1. Nominal stability and performance

Designing a fast controller requires assigning large

weights to the cost matrices of the LQR and the integrator,

with caveats. Large weights on the output (instantaneous)

errors generally not only lead to faster response times but

also produce large inputs with fast variations. Large weights

on the integrator can improve the settling time as the steady-

state error is driven to zero faster, but they also tend to

increase the overshoot and produce oscillations. Finding the

perfect balance requires a fair amount of trial and error as

one has to be careful not to introduce destabilizing oscilla-

tions. Since the model is uncertain, it is better to tune the

Kalman filter to rely more on sensor measurements than on

its internal model. The performance specifications are best

expressed in terms of properties of the output sensitivity

function So, in particular, its bandwidth, often defined as the

smallest frequency to be transmitted, for which higher values

means not only faster responses but also a higher sensitivity

to noise, its peak value, which should be small for greater

stability (a peak of less than 2, approximately 6 dB, is con-

sidered good), and its attenuation at steady-state (or at the

lowest frequency considered). Since the duration of a plasma

discharge is a few seconds, we only consider frequencies

above 1 rad/s, and since we use a discrete-time controller

(integrated into TRANSP), we only need to consider fre-

quencies below the Nyquist frequency xN ¼ logðp=DtÞ rad/s

where Dt is our time step. To compute the sensitivity func-

tion, we need to split our controller into its feedback and

feedforward parts, as shown in Figure 12, since the feedfor-

ward is irrelevant to the sensitivity. Note that F and K in this

section are different from the F and K defined above. We

have

So ¼ ðI þ GKÞ�1: (30)

Ignoring actuator saturation, we can get very high theo-

retical performance by carefully assigning costs to the out-

puts and the integrator, and the weights of the Kalman filter.

Figure 13 shows the singular values of the output sensitivity

function for a fast controller. The high bandwidth (above

100 rad/s) guarantees a short rise time while the limited peak

value (less than 2) provides a good stability margin.

Figure 14 shows the outputs of the closed-loop system

while tracking a target when this controller is used to control

the linearized reduced system without actuator saturation.

The target is reached in about 25 ms and there is no steady-

state error. However, the inputs requested to achieve this

FIG. 12. Controller split into feedforward block (F) and feedback block (K).

FIG. 13. Singular values of output sensitivity function for a fast controller

designed ignoring actuator saturation. The dark blue line highlights the

largest singular value. The red line is the upper bound corresponding to the

performance specifications. The bandwidth is larger than 100 rad/s, the

peak is smaller than 6 dB, and the attenuation at low frequencies is more

than 40 dB.

FIG. 14. Rotation measurements and stored energy over time while tracking

a target for the linear system without actuator saturation. The target is

reached in about 25 ms, and there is no steady-state error.
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performance often exceed the saturation limits even in

steady-state (Figure 15) because the integrator is working to

bring the steady-state error to zero by requesting different

inputs than those prescribed by the feedforward (which are

within bounds). Note also that actuators are not constrained

to minimal or maximal values, the beams and the coil current

can become negative which is not a physically realistic

solution.

We use this nominal controller as our reference for

choosing performance specifications that must be met

despite having uncertainty in the model. It is standard to

encode these specifications in a weight WP whose inverse

forms an upper bound to the sensitivity function of the sys-

tem. For simplicity, we choose WP diagonal with all diagonal

elements equal to the inverse of the upper bound of the larg-

est singular value of the sensitivity function. The specifica-

tions are as follows: the bandwidth must be larger than

50 rad/s with a �20 dB/decade roll-off, and the peak of sensi-

tivity must be less than 2 (6 dB). The corresponding upper

bound for the sensitivity function is shown in red in Figure

13. The closed-loop system formed using our nominal con-

troller is stable and meets these specifications so we can now

address robustness.

2. Robust stability and performance

Next we want to introduce perturbations to our sys-

tem. The concept of parameter uncertainty is thus

introduced. The two parameters that are most likely to be

varying significantly from their nominal value are v/

and sE. Let �v/ be the nominal value (which depends on

the radial variable q) of v/, and let �sE be the nominal

value of sE. We assume that the perturbed model Gp is

built from perturbed values of the parameters v/p and

sEp, where v/p is a random perturbation of bounded mag-

nitudes around �v/ generated using 1D Perlin noise, and

sEp ¼ l � �sE for some l. Let P be the set containing all

such perturbed versions of our nominal model G. Robust

stability (resp. performance) is obtained when all plants

in P are stable (resp. performant).

In order not to arbitrarily restrict the allowable magni-

tude of the perturbations, we start with a large range of

allowed perturbations and progressively restrict the range

until we get robust stability and performance.

To greatly simplify the analysis while being strictly con-

servative about stability and performance, we will use a

norm-bounded description of uncertainty where P is allowed

to contain H1 norm-bounded perturbations of our nominal

model G. To determine the best way to integrate this uncer-

tainty into our model, we superimpose the Nyquist plots of

many perturbed plants and we observe that right multiplica-

tive uncertainty adequately represents the pattern we obtain.

Thus we write

Gp ¼ GðI þ DWÞ; (31)

where W is a weighting transfer function matrix, and D satis-

fies jjDjj1 < 1. A block diagram of the perturbed plant is

shown in Figure 16.

To find W, we first observe that DW ¼ G�1Gp � I.
Thus, since jjDjj1 < 1, we can superimpose the Bode plots

of G�1Gp � I for many perturbed plants and choose a low-

order upper bound which will prescribe W. Note that

G�1Gp � I and W are matrices so we must find upper bounds

for each element.

Now equipped with a mathematical description of our

perturbed system, we can address the robust stability. Using

the block diagram algebra, we start by rearranging our

system of Figure 17(a) into the MD configuration of

Figure 17(b) to obtain the transfer function block matrix M

M ¼ �WKSoG: (32)

FIG. 15. Coil current and NBI power over time while tracking a target for

the linear system without actuator saturation. The inputs requested often

exceed the saturation limits, even in steady-state.

FIG. 16. Perturbed model Gp ¼ GðI þ DWÞ.

FIG. 17. Block diagrams of the loop of the perturbed closed-loop system

stripped of all exogenous inputs and outputs. (a) Expanded system. (b) MD
structure for robust stability analysis.
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When the nominal closed-loop system is stable and

when the largest singular value of M is less than 1 for all fre-

quencies, by theorem 8.4 of Ref. 40 (small-gain theorem),

the closed-loop system is robustly stable. We found that with

this very performant controller, we could achieve the robust

stability for perturbations obtained from up to 10% varia-

tions of the nominal parameters (Figure 18). Controllers with

less stringent performance requirements would allow even

greater parameter variations (in the order of 50%).

To test for robust performance, we generate many per-

turbed plants and check that each one of them satisfies

the performance specifications by superimposing the Bode

plots of the largest singular value of all perturbed plants

(Figure 19). We verify that our controller has a robust perfor-

mance for the set of perturbed plants and the specifications

stated above.

3. Actuator saturation

The controller studied above is fast at the expense of

requiring not only large input values but also negative values

which are impossible to produce in practice. Introducing

actuator saturation without otherwise modifying the control-

ler does not work as the large and oscillatory requested input

values drive the actual inputs to constantly saturate one way

or another which is particularly ineffective at controlling the

system as can be seen in Figures 20 and 21.

So instead we progressively reduce the weights

assigned to the cost function until the input values get

within reasonable bounds such that saturation only occurs

for short durations, which allows us to obtain the best

controller we can design in practice. Note that since the

saturation process is non-linear, we can no longer rely on

linear control design tools like putting an upper bound

on the sensitivity function for specifying performance

specifications so we have to rely on time responses of

the closed-loop system. The closed-loop system exhibits

a fast response time for sensor measurements (Figure 22)

while only saturating the inputs for a short time after a

command is received (Figure 23). However, the time

response for the stored energy is slower than for the rota-

tion measurements, and the target is not perfectly

reached. This is a design choice made to improve the

tracking of the rotation at the expense of the stored

energy. Indeed, Equation (3) imposes a trade-off between

the stored energy and the beam powers by removing one

degree of freedom on how the controller can set the

inputs making it impossible to simultaneously and effi-

ciently track both the rotation and the energy.

As shown in Sec. IV C, this controller works well in

practice despite the additional burden of the full actuator

constraints (saturation, Pulse Width Modulation (PWM),

limited on/off switches, refractory period) and the fact the

actual system to be controlled is non-linear.

FIG. 18. Robust stability. The singular values of M are always less than 1.

FIG. 19. Robust performance. The singular values of the transfer functions

of 256 perturbed plants are shown superimposed in blue. All perturbed trans-

fer functions meet the performance specifications indicated by the upper

bound in red.

FIG. 20. Rotation measurements and stored energy over time while tracking

a target with actuator saturation and the nominal controller designed above.

The time response is erratic because the controller is requesting too large

inputs that saturate.
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IV. SIMULATION RESULTS

The goal of the simulations is to test the controller on

both a higher fidelity model (TRANSP) as well as the sim-

plified reduced-order model. The desired profiles shown in

Figures 24 will track the targets in both cases, and the

results will be presented to see the effectiveness of the

controller.

A. Actuator constraints

Like in the NSTX device, the two different actuators

(NTV coil current and NBI beam power) have constraints

that need to be taken into account when applied on the

device (NSTX-U) through TRANSP. These constraints are

made for the safety of the operations, they reflect the practi-

cability and the feasibility of some requests to the device.

The constraints will be added to the dynamics equations

through restrictions on the actuators of the controller.

Due to the sufficiently low inductance of the circuit, the

coil current response is much faster than the dynamics. The

restriction is only a limitation of its value between 0 and

3000 A (no lag is assumed between the controller action and

its application).

For the NBI actuators in NSTX-U, each of the 6 beams

has to be treated individually. Fusing the three beams of the

first set was just a simplification in our model but because

we apply the controller on TRANSP, each beam is coded

separately, and each beam can either be on and produce

2 MW of power or off and produce 0 MW. In addition, each

beam can only be switched off a maximum of 20 times per

plasma discharge to prevent device fatigue issues, and there

is a refractory period of 10 ms after each switch on or off

during which the beam cannot be switched again. Also, due

to diagnostic considerations, one NBI source is typically

always on, and so the overall sum of the injected power is

considered to be between 2 and 12 MW.

These physical restrictions constrain the model and con-

troller to be discrete and to use Pulse Width Modulation

(PWM) for each beam power actuator in order to obtain the

requested control values between 2 and 12 MW.

B. Computational approach (TRANSP implementation)

To predict the toroidal rotation and the stored energy for

NSTX-U, TRANSP is run in a predictive mode for a given

set of beam powers and coil current. It also takes as input

models for the plasma boundary shape, plasma current, elec-

tron and ion (Chang-Hinton model43) temperature and den-

sity profiles and the momentum diffusivity coefficient.

The actuator commands required for closed-loop rota-

tion and stored energy control simulations are entered into

TRANSP, which serves as a plasma simulator for testing the

FIG. 21. Coil current and NBI power over time while tracking a target with

actuator saturation and the nominal controller designed above. The beam

powers are constantly saturating and sometimes jumping between their

upper and lower limit.

FIG. 22. Rotation measurements and stored energy over time while tracking

a target with actuator saturation and a controller designed to account for it.

By design, the response is slower for the stored energy and the target is not

perfectly reached.
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present controller. For more details on the TRANSP imple-

mentation, see Boyer et al.15

C. Simulation on TRANSP

The discretized controller is now applied to both the

reduced-order model and the TRANSP predictive model,

considering all the constraints listed in Section IV A for all

the actuators, and instead of applying the exact beam pow-

ers numerical value as requested by the controller, each of

the 6 beams will be modulated individually while satisfying

all the constraints. The upper bound for the coil current is

3000 A.

At the beginning of each duty cycle, the controller sets

the requested power. During the duty cycle, the beams

switch on and off at most once to minimize the number of

switches. Because of the 10 ms refractory period and the lim-

ited switches, the exact requested power cannot always be

met.

The longer the duty cycle, the better for the device

because it means less command switches so less fatigue, but

a longer duration introduces a longer controller lag which

impairs performance. A duration smaller than the refractory

period is chosen for the duty cycle (6 ms).

Figure 25 compares the rotation measurements when the

PWM controller is applied to both the reduced-order model

and the TRANSP predictive model in order to reach two tar-

gets, one at t¼ 4.2 s, and the other starting at t¼ 4.6 s.

Before t¼ 4.2 s, both models are not controlled (open loop).

Figure 26 represents the corresponding TRANSP predic-

tive stored energy measurement. At t¼ 4.2 s, a target of

0.55 MJ is reached then at t¼ 4.6 s another target of 0.65 MJ

is reached.

The oscillations in both figures are due to the modula-

tions that occur on each of the beam power source. The dif-

ferent beam power sources are represented in Figure 27(b),

and the corresponding coil current in Figure 27(a).

When at t¼ 4.2 s, we close the loop, the coil current sat-

urates immediately to enable the rotation profile to drop

quickly from its high initial state (all beams on) to the first

desired rotation profile, and then compensates for when the

beam power is too high in order to decrease both the toroidal

FIG. 25. Comparison of the rotation measurements when PWM is applied

for both the reduced-order model (red lines) and the TRANSP predictive

model (blue lines).

FIG. 23. Coil current and NBI power over time while tracking a target with

actuator saturation and a controller designed to account for it. Saturation

only occurs for short periods during the transient.

FIG. 24. Rotation profiles: definition of the initial profile, equilibrium profile

w0 used for the linearization and the desired profiles to reach wd. The mea-

surement points r are the intersections of the different profiles with the mea-

surement channels.

FIG. 26. Stored energy measurements when PWM is applied for the

TRANSP predictive model (blue line).
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rotation and the stored energy and thus limits the overshoot.

We thus reach the desired rotation and energy targets within

the momentum diffusion time (0.1 s).

The resulting measurements are very oscillatory but

their amplitudes are damped and measurements from the

reduced-order model are very close to those from TRANSP

which again shows that the simplified model gives us a good

qualitative approximation of the TRANSP rotation and

energy prediction model.

V. CONCLUSIONS AND FUTURE WORK

Reduced-order model based feedback control applied to

plasma physics problems is not just a simple application of

known engineering methods of flow control to a new domain.

Plasma is a complex fluid within an electromagnetic field that

requires high dimensional non linear models. It is becoming

crucial when building fusion devices to use and rely inten-

sively on these modeling and control design tools since these

very important predictive methods are necessary to help plan-

ning the adequate most stable design and help suppressing the

instabilities that can occur and grow and become a major

problem that can break and compromise the device.

Simple reduced-order models have been developed to

capture simultaneously the rotational toroidal momentum

balance and the stored energy in NSTX-U device. These

models utilize the neutral beam injections and the neoclassi-

cal toroidal viscosity. The outputs from these models have

been compared with numerical results from a predictive

model of NSTX-U and were found to be in good agreement.

Based on these simplified models, a linear “model-based”

controller of the plasma toroidal rotation and stored energy

has been developed using optimal control techniques. These

reduced-order controllers were then tested using the NSTX-

U predictive model and enabled the rotation profile and

stored energy to reach some desired profiles and value.

This paper studies the full theoretical design of controllers

that can serve multiple purposes, but the study will be complete

if a direct application of this type of controllers on NSTX-U

device is possible. The Plasma Control System (PCS) that con-

trols the plasma has been upgraded to include rotation control.

Next step of testing the rotation control and stored energy con-

trol can soon become a reality. Real time control might reveal

unforeseen complications which can alter the dynamics pre-

dicted by these models and force a revision and update of the

design by adding new constraints, for instance.

Another important design consideration is to take into

account the influence that multiple controllers with different

goals can have on each other: toroidal rotation or stored

energy is not the only quantities that must be controlled during

a plasma discharge. Current or shape control must be consid-

ered too, as well as other quantities depending on the purpose

of each experimental run. Therefore many actuators controlled

by different controllers may have to operate at the same time,

and some of these actuators can influence or delay others and

prevent some controllers from reaching their goals. Therefore

having an overview of all the actuators included into the sys-

tem is important and would be a very interesting problem to

examine. This would enable us to clarify what the possible

combinations of controllers are that do not compete with each

other, but instead work towards compatible objectives.

Finally, an important design consideration for both fusion

devices and its various controllers is the positioning of the

actuators and sensors. In every study or application of local-

ized feedback control (through actuators and sensors), the

designer must decide where the actuators and sensors should

physically be placed. Few studies in control applications have

rigorously analyzed where the actuator and sensor locations

are most effective, and what are the implications of its place-

ment on the dynamics and the controller. A large number of

studies simply guess or sometimes choose purposefully or

randomly the locations without any deep analysis. The place-

ment of actuators and sensors can be just as important as the

controller design itself since there are fundamental limitations

which can make a system almost impossible to control due to

poor placement of actuators and sensors. In plasma physics,

we are usually constrained to use the diagnostic device loca-

tions as they were placed originally in the machine. Moving

these would cause technical hassles that technicians would be

reluctant to do. It can also be impossible to change the loca-

tion as it can be a part of the device design. Therefore it is cru-

cial to study the optimal location of the actuators-sensors for

rotation control and take this into account during the design

phase of next-generation fusion devices.
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